**PUPPET 4.10.0**

**Pre-Requisite**

RAM - 3 GB

**Starting internet in centos7**

1. vi /etc/sysconfig/network-scripts/ifcfg-enp0s3

TYPE=Ethernet

BOOTPROTO=dhcp

DEFROUTE=yes

PEERDNS=yes

PEERROUTES=yes

IPV4\_FAILURE\_FATAL=no

IPV6INIT=yes

IPV6\_AUTOCONF=yes

IPV6\_DEFROUTE=yes

IPV6\_PEERDNS=yes

IPV6\_PEERROUTES=yes

IPV6\_FAILURE\_FATAL=no

IPV6\_ADDR\_GEN\_MODE=stable-privacy

NAME=enp0s3

UUID=b51d94a8-944e-4721-9d24-6eabce667c66

DEVICE=enp0s3

ONBOOT=yes

1. service network restart
2. yum install net-tools

**INSTALLING PUPPET 4.10.0**

1. Get the PuppetLabs repository rpm and install it

sudo rpm -ivh <https://yum.puppetlabs.com/puppetlabs-release-pc1-el-7.noarch.rpm>

1. Install the Puppet server using below command

sudo yum -y install puppetserver

1. edit the below file

vi /etc/sysconfig/puppetserver

make changes in line JAVA\_ARGS="-Xms2g -Xmx2g // REMOVE FROM LAST “ ”.

1. systemctl start puppetserver
2. systemctl enable puppetserver
3. /opt/puppetlabs/bin/puppet –version
4. ps -ef | grep puppetserver
5. Configure the puppet master server "puppet"

**vi /etc/puppetlabs/puppet/puppet.conf** is the Puppet Configuration file, edit the file to define the friendly dns hostnames and certificate name for the puppet master node in the [main] section

[main]

dns\_alt\_names = paras.master.net

certname=paras.master.net

**Setup a FQDN for your server**

1. vi /etc/hosts

10.202.62.54 paras.master.net

1. vi /etc/hostname

paras.master.net

1. reboot
2. systemctl stop firewalld ; systemctl disable firewalld

**INSTALLING FOREMAN 1.14**

1. Configure EPEL repositories

rpm -ivh <https://dl.fedoraproject.org/pub/epel/epel-release-latest-7.noarch.rpm>

1. Configure Foreman repositories

rpm -ivh <http://yum.theforeman.org/releases/1.14/el7/x86_64/foreman-release.rpm>

1. Download Foreman installer

yum -y install foreman-installer

1. Run the Foreman installer to start installing Foreman

foreman-installer

1. Once the installation is completed, you will see an output like below where you would find the initial username and password to access the Foreman

![](data:image/png;base64,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)

1. Do following settings in windows host file ( in desktop )

C:\Windows\System32\Drivers\etc\hosts

10.202.62.54 paras.master.net

**Configuring Master Agent relationship in PUPPET 4.10.0**

1. Installation of Puppet master is performed from point 4.
2. Install Agent configuration on Agent Node.
3. Enable the official Puppet Labs collection repository with this command:

sudo rpm -ivh <https://yum.puppetlabs.com/puppetlabs-release-pc1-el-7.noarch.rpm>

1. Install the puppet-agent package

sudo yum -y install puppet-agent

1. Configure the puppet agent on the client node "Agent"

Again **, vi /etc/puppetlabs/puppet/puppet.conf** is the Puppet Configuration file, edit the file to define the puppet master node "puppet" in the [agent] section.

We need to write there as that is empty file.

[main]

server = paras.master.net

[agent]

certname = paras.agent.net

1. service puppet restart
2. It will automatically send certificate to be signed from master.
3. Go to master node and run following commands.
4. sudo /opt/puppetlabs/bin/puppet cert list –all

"paras.agent.net" (SHA256) 98:90:E3:A4:7F:9A:F5:69:05:A7:5D:E5:FF:A2:1C:AF:E3:0C:66:97:A8:EE:48:C7:73:C4:41:D8:09:F6:E2:FE

+ "paras.master.net" (SHA256) 33:D1:80:C8:35:78:95:77:B5:9C:C3:38:66:08:4B:E5:FE:0B:F1:EA:E3:5E:1C:49:98:58:07:04:B4:CC:45:FD (alt names: "DNS:puppet", "DNS:paras.master.net")

+ = cert sign.

1. puppet cert sign "paras.agent.net"

Signing Certificate Request for:

"paras.agent.net" (SHA256) 98:90:E3:A4:7F:9A:F5:69:05:A7:5D:E5:FF:A2:1C:AF:E3:0C:66:97:A8:EE:48:C7:73:C4:41:D8:09:F6:E2:FE

Notice: Signed certificate request for paras.agent.net

Notice: Removing file Puppet::SSL::CertificateRequest paras.agent.net at '/etc/puppetlabs/puppet/ssl/ca/requests/paras.agent.net.pem'

1. sudo /opt/puppetlabs/bin/puppet cert list –all

+ "paras.agent.net" (SHA256) CD:66:B5:0D:80:7B:74:EE:F7:70:11:8F:CC:83:82:24:17:99:54:54:DB:51:C2:7F:72:1C:3F:58:4C:A8:37:E1

+ "paras.master.net" (SHA256) 33:D1:80:C8:35:78:95:77:B5:9C:C3:38:66:08:4B:E5:FE:0B:F1:EA:E3:5E:1C:49:98:58:07:04:B4:CC:45:FD (alt names: "DNS:puppet", "DNS:paras.master.net")

**Setting Up Environment DEV in PUPPET.10.0**

1. By default puppet runs on “production” environment.
2. cd /etc/puppetlabs/puppet/

auth.conf autosign.conf foreman.yaml hiera.yaml node.rb puppet.conf ssl/

1. cd /etc/puppetlabs/code/
2. ls

environments modules

1. cd environments
2. ls

common development production

1. mkdir dev
2. ls

common dev development production

1. ls production

environment.conf hieradata manifests modules

1. On agent node do the following

puppet agent –t

Info: Using configured environment 'production'

Info: Retrieving pluginfacts

Info: Retrieving plugin

Info: Caching catalog for paras.agent.net

Info: Applying configuration version '1494224672'

Notice: Applied catalog in 0.01 seconds

1. Open vi /etc/puppetlabs/puppet/puppet.conf and add the new environment

[main]

server = paras.master.net

**environment = dev**

[agent]

certname = paras.agent.net

1. service puppet restart
2. puppet agent –t and will get following error

Warning: Unable to fetch my node definition, but the agent run will continue:

Warning: Find /puppet/v3/node/paras.agent.net?environment=dev&configured\_environment=dev&transaction\_uuid=b58cd... resulted in 404 with the message: {"message":"Not Found: Could not find environment 'dev'","issue\_kind":"RUNTIME\_ERROR"}

Info: Retrieving pluginfacts

Error: /File[/opt/puppetlabs/puppet/cache/facts.d]: Could not evaluate: Could not retrieve information from environment dev source(s) puppet:///pluginfacts

Info: Retrieving plugin

Error: /File[/opt/puppetlabs/puppet/cache/lib]: Could not evaluate: Could not retrieve information from environment dev source(s) puppet:///plugins

Error: Could not retrieve catalog from remote server: Find /puppet/v3/catalog/paras.agent.net?environment=dev&facts\_format=pson&facts=%257B%2522name%2522%25... resulted in 404 with the message: {"message":"Not Found: Could not find environment 'dev'","issue\_kind":"RUNTIME\_ERROR"}

Warning: Not using cache on failed catalog

Error: Could not retrieve catalog; skipping run

1. Hence go to GUI of PUPPET ( FOREMAN ) and set environment manually.
2. Go to Configure > Environments > New Puppet Environment > Hosts > All Hosts > Edit agent > Set Environment
3. Go to agent CLI node.
4. puppet agent –t

Info: Using configured environment 'dev'

Info: Retrieving pluginfacts

Info: Retrieving plugin

Info: Caching catalog for paras.agent.net

Info: Applying configuration version '1494224953'

Notice: Applied catalog in 0.02 seconds

**Installing Tomcat (httpd) on PUPPET 4.10.0**

1. The client configurations are stored in files called manifests, in this file, user defines system resources and their state, either using Puppet’s declarative language or a Ruby DSL (domain-specific language)
2. Creating first manifest

The client configurations are stored in files called manifests, in this file, user defines system resources and their state, either using Puppet’s declarative language or a Ruby DSL (domain-specific language)

vi /etc/puppetlabs/code/environments/production/manifests/site.pp

Add below content in to the manifest file

node '**paras.agent.net**' {

              package { '**httpd**' :

              ensure => **installed**,

                       }

}

If you see the configuration file, it is very easy to understand. First line tells that we need to install this configuration on a client machine “paras.agent.net”. You can also define multiple nodes in the node statement by comma-separated list of node names.Next two lines tell the puppet that we need to ensure httpd is installed on a client machine.

1. Applying configuration on agent node.

Puppet clients pull the configurations from the puppet master once every 30 minutes, but you can pull it immediately by either restarting puppet client or running below command.

puppet agent --test

You can use below manifest incase If you want to start the apache after the installation and also want it to start automatically on system startup.

node '**paras.agent.net**' {

              package { '**httpd**' : # Package Name

              ensure => **installed**, # Install the package

                       } **->** # Order of the execution, service will be started after the installation

              service {'**httpd**': # Name of the service

              ensure => **running**, # Start the apache service

              enable => **true**, # Start on system boot

                       }

}

**MODULES IN PUPPET 4.10.0**

Individual Puppet manifest files may be good enough for simple tasks. but, when you have a workflow to automate, it is better to create and use a Puppet module instead.

A Puppet module is just a collection of manifests with data files that those manifests require, It allows us to reuse configurations, rather than having to write configurations for every node; we can store them as a module and call them whenever we require.

To write your own module, you need to create a subdirectory under the modules directory with the module name. Then, create a manifest file called init.pp, that should contain a class with the same name as the subdirectory you created just now.

Lets say, you want to place custom apache configuration file (Virtual Hosts), which will have specific options you choose. For this purpose, we will create the module and install the configurations on the client machine (paras.agent.netl).

1. On the Puppet master, make sure you are in the modules directory:  **cd /etc/puppet/modules/**. Then run **mkdir -p httpd\_paras/manifests** and **mkdir -p httpd\_paras/files** to create the new module directory and manifests with its data directory.

cd /etc/puppetlabs/code/modules/

mkdir -p httpd\_paras/manifests

mkdir -p httpd\_paras/files

vi httpd\_paras/manifests/init.pp

Add below content into init.pp file.

class **httpd\_paras** {

    package { '**httpd**':

      ensure => **present**,

    } ->

    file { "**/var/www/paras**": # Creating Document Root

      ensure => "directory",

      owner  => "apache",

      group  => "apache",

      mode   => ‘750’,

    } ->

 file { '**/var/www/paras/index.html**': # Creating Index file

     ensure  => file,

     content => "Index HTML Is Managed By Puppet",

     mode    => '0644',

   } ->

    file { '**/etc/httpd/conf.d/custom\_paras.conf**': # Path to the file on client machine

      ensure => file,

      mode   => '0600',

      source => '**puppet:///modules/httpd\_paras/custom\_paras.conf**', # Path to the custom file on puppet server

    } **~>**

    service { 'httpd':

      ensure => running,

      enable => true,

    }

}

**~> (notification arrow)** — Causes the resource on the left to be applied first, and sends a refresh event to the resource on the right if the left resource changes, meaning that the apache service is to be restarted and enabled to start automatically if there is any changes in the custom apache configuration file.

1. Create a custom apache configuration file, which is having an apache alias. This custom conf file should be created under **files** directory of the created module (**httpd\_paras**).

echo "alias /paras /var/www/paras" > /etc/puppet/modules/httpd\_paras/files/custom\_paras.conf

**Note**: If you see the above command, “**custom\_paras.conf**” file is created under the “**/etc/puppetlabs/code/modules/httpd\_paras/files**“, but where in “**init.pp**” of the “**httpd\_paras**” module; the path to the source file does not have parent directory “**files**” in the puppet url, it is because the Puppet fileserver takes those “**puppet:///**” url and inserts an implicit “**files**” directory[ so you don’t need to specify that in the url]  
url like,

puppet:///modules/httpd\_paras/custom\_paras.conf

gets translated on the filesystem into,

/etc/puppetlabs/code/modules/httpd\_paras/**files**/custom\_paras.conf

1. Its time to call the new module in our main manifest file,

vi /etc/puppetlabs/code/environments/production/manifests/site.pp

Remove everything in that file because its been entered in init.pp file otherwise will give duplication error.

Add the following and save.

node 'paras.agent.net' {

include **httpd\_paras** # This should match with the name of module directory

}

1. On your client machine, run following command to pull the configurations from puppet server.

puppet agent --test

1. Now access your client web server (<http://paras.agent.net>)

**INCLUDING TWO .PP FILES (MANIFEST FILES) IN SINGLE MODULE**

1. Under manifest create two files httpd\_test.pp and service\_paras.pp.

vi /etc/puppetlabs/code/modules/httpd\_paras/manifests/httpd\_test.pp

vi /etc/puppetlabs/code/modules/httpd\_paras/manifests/service\_paras.pp

1. In httpd\_test.pp declare class httpd\_paras::httpd\_test.pp and under it write as follows.

**class httpd\_paras::httpd\_test {**

**package { 'httpd':**

**ensure => present,**

**} ->**

**file { "/var/www/paras": # Creating Document Root**

**ensure => "directory",**

**owner => "apache",**

**group => "apache",**

**mode => '750',**

**} ->**

**file { '/var/www/paras/index.html': # Creating Index file**

**ensure => file,**

**content => "Index HTML Is Managed By Puppet",**

**mode => '0644',**

**} ->**

**file { '/etc/httpd/conf.d/custom\_paras.conf': # Path to the file on client machine**

**ensure => file,**

**mode => '0600',**

**source => 'puppet:///modules/httpd\_paras/custom\_paras.conf', # Path to the custom file on puppet server**

**}**

**}**

1. In service\_paras.pp declare class httpd\_paras::service\_paras.pp and under it write as follows

**class httpd\_paras::service\_paras {**

**service { 'httpd':**

**ensure => running,**

**enable => true,**

**}**

**}**

1. Now in init.pp file remove all and call classes formed above.

class httpd\_paras {

include httpd\_paras::httpd\_test

include httpd\_paras::service\_paras

}

1. On site.pp it will remain same as we have to specify same module.
2. Now go on agent node and run command.

puppet agent –test